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Abstract. We present a modular and hierarchical deep learning archi-
tecture based on transformer models to extract outcomes and adverse
drug reactions (ADR) from online drug reviews written by patients. The
method is suited to generate real-world data that can complement the
evidence gathered in randomized controlled clinical trials (RCTs). We
provide results for four diseases (Diabetes Type 2, Obesity, Breast Can-
cer and Psoriasis), showing that the model generalizes to related diseases
(e.g., from Diabetes to Obesity), while struggling to generalize across
very different disease types (e.g., Diabetes to Breast Cancer). We show
that with a very limited amount of data samples for five additional dis-
eases (Migraine, Muscle spasm, Depression, Parkinson’s Disease, Crohn’s
Disease), our model can generalize also to new diseases with limited
amounts of training. We present three use cases showing how our method
can support comparative effectiveness research, pharmacovigilance and
exploration of main drivers of non-adherence to therapies.

Keywords: Drug Reviews · Patient-reported Outcomes · Pharmacovig-
ilance · Natural Language Processing

1 Introduction

In recent years, there is an increasing interest in complementing clinical evidence
generated from randomized controlled trials (RCTs) with additional evidence de-
rived from real-world data, i.e., data derived from a number of sources that are
associated with outcomes in a heterogeneous patient population in real-world
settings. The real-world evidence (RWE) [17] derived from such additional data
can support the assessment of the comparative effectiveness of different treat-
ments and thus provide additional data for health technology assessment (HTA)
and benefit-risk analysis in particular. Real-world evidence can also provide cru-
cial insights to focus drug development on patients’ needs (see FDA guidelines
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on patient-focused drug development3). Social media has been identified as one
promising source of evidence to reveal insights about the subjective experience
of patients related to outcomes, but also adverse drug reactions (ADR), and
about how drugs improve their quality of life [4, 16].

In this paper we present a new approach to deriving patient-focused real-
world evidence regarding outcomes and ADRs from online drug reviews written
by patients. While previous work has mainly focused on approximating outcomes
by extracting sentiment at the very coarse-grained level of drugs or interventions,
our approach allows for a deeper analysis of drug reviews beyond sentiment by
extracting outcomes including information about individual variables that ex-
plain observed outcomes, ADRs and their severity, as well as the duration of
the treatment and information about whether the patient has stopped taking
the drug. The model we use is a modular hierarchical deep learning architecture
composed of several transformer-based components that are trained to extract
the relevant information. As dataset, we rely on the public corpus of online drug
reviews provided by Gräßer et al. [8]. We evaluate the architecture on four dis-
eases (Diabetes Type 2, Obesity, Breast Cancer and Psoriasis) for which we have
annotated 300 drug reviews each (1.200 in total) and we test the generalizability
on five further diseases (Migraine, Muscle spasm, Depression, Parkinson’s Dis-
ease, Crohn’s Disease) for which we have less data (100 samples per disease). We
show that our models reach an exact match F1 score of 0.53 for extracting text
passages describing outcomes, and 0.73 for extracting ADR descriptions. In a
more lenient evaluation considering overlap in terms of tokens we reach even F1

scores of 0.66 and 0.76, respectively. Beyond these descriptions, we can extract
the specific outcome measure / variable as well as magnitude of improvement
/ severity of ADR with F1 scores between 0.37 and 0.47. In addition, on treat-
ment duration and sentiment F1 scores of up to 0.79 are reached. We further
show how our approach can be used to generate relevant evidence in a number
of use cases, showing how it can support comparative effectiveness research by
comparing outcomes across treatments, as well as pharmacovigilance, showing
distribution and severity of ADRs. Finally, our approach allows to investigate
the main ADRs negatively affecting adherence.

2 Dataset

As dataset of online patient drug reviews we rely on the public dataset provided
by Gräßer et al. [8] that is free for research purposes. It contains more than 215k
reviews from patients summarizing their experiences with a specific treatment.
These reviews have on average a length of around six sentences. A review that
we use as running example is the following:

”I have been taking Invokana for about 5 months and I feel great!! My a1c
went from 9.8 to 7.4 in 3 months. The only side effects I have noticed is some

3 https://www.fda.gov/drugs/development-approval-process-drugs/fda-patient-
focused-drug-development-guidance-series-enhancing-incorporation-patients-voice-
medical



Extracting patient-reported outcomes and ADRs 3

weight loss. But the weight loss stopped. It does make me really thirsty, small
price to pay for controlled blood sugar levels.”

We manually annotated reviews with our targets of interest as follows:

– sentiment: The annotation describes the overall sentiment, (positive, neu-
tral, negative). The example review above has a positive sentiment.

– improvement: We annotate whether the patient reports an improvement,
no improvement or even worsening of their condition; this represents thus
a 3-class classification task. In the example review, the patient describes an
improvement w.r.t the core Diabetes symptoms.

– outcomes: In terms of outcomes, we mark the strings describing the out-
come (e.g. some weight loss, a1c went from 9.8 to 7.4, and controlled blood
sugar levels). For each outcome, we annotate the variable/measurement re-
lated to the outcome (a1c, weight, blood sugar), direction (increase, decrease,
no change, got normal, not applicable) as well as whether the outcome is pos-
itive, negative or unknown (+, -, *).

– side-effects:We annotated the side-effects reported as a connected sequence
of tokens in addition to the patient-reported severity (minor, normal, severe).
In the above case, the patient reports severe thirst.

– duration of treatment: We mark the duration of the treatment as men-
tioned by the patient, that is 5 months in our example.

– treatment stop: We annotate whether the patient reports having stopped
the treatment (binary classification). In our example the patient does not
report about a stopped treatment.

Overall, our dataset comprises of 1.700 samples: 300 samples annotated for
Diabetes Types 2, Obesity, Breast Cancer and Psoriasis each, and 100 samples for
five further diseases (Migraine, Muscle Spasm, Depression, Parkinson’s disease,
Crohns’s Disease) to test the generizability of the model. For each disease we
held back 50 randomly selected samples for testing purposes. Our annotations
will be made available for further research upon acceptance of the paper.

3 Methods

We propose a complex, modular and hierarchical deep learning architecture to
extract all the information of interest from online drug reviews. We rely on
pre-trained transformers ([18, 5, 13]) which are based on attention mechanisms
to better capture long-distance relationships in texts beyond what is typically
possible with recurrent architectures. Devlin et al. have shown [5] that their
pre-trained BERT model fine-tuned with one additional output layer can reach
state of the art performance in various NLP tasks. We describe the modules for
extracting the different target variables in what follows:

Sentiment & Improvement: In order to extract sentiment and the improve-
ment experience by the patient, we rely on a pre-trained transformer (Roberta,
[13]) with a fully-connected linear classification layer on top that is fine-trained
for the tasks.
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Outcomes: Outcome extraction involves the prediction of a 4-tuple (outcome
description, variable, result, direction). We split the problem into two parts:
1) recognizing the outcome description (modelled as a sequence labelling task)
and 2) extracting the three other variables from the outcome description, thus
having a hierarchical architecture that is common for this type of tasks [11].
Fig. 1a shows the architecture schematically. For sequence labeling we use the
pre-trained transformer [13] and add a linear layer for IOB sequence labelling
on top. The second part of the architecture has a linear layer as output that can
handle sequence labeling and two classifications at once. The sequence labeling is
responsible for extracting the variable whereas the first classification handles the
result and the second the direction. The output has the triple format: (R3×m, R3,
R

5), wherem is the maximum sequence length (default 150 tokens). Experiments
have shown that for the outcome and side effect extraction, feeding the text split
into sentences rather than as a whole into the model yields better results.
Side Effects: To extract tuples of side effect descriptions and their severity, a
two-part architecture similar to the one for outcome extraction is used. First, the
description string is extracted, using a sequence labeling transformer as presented
before. The output is then handed over to a second model for estimating the
severity for each side effect. This second transformer has three linear output
heads and gets the raw input together with the side effect description to perform
the severity classification. Fig. 1b shows this architecture.
Duration of Treatment: For extracting the medication duration, a sequence
labelling transformer is used as explained before.
Treatment Stop: Classification architecture as presented but with a two-class
output layer.

To evaluate the performance of the sequence labeling models on our data
we use the exact match precision, recall and F1 and, furthermore, defined a
score that is more meaningful and better suited for our setting. The score is
called F1,BOT and considers the predictions and ground truth as bag-of-tokens
on which the micro-averaged F1 is computed.

4 Results

All models are trained on a batch size of 32 for 20 epochs by backpropagating the
gradient of the cross-entropy loss. We made a 80%/20% train/validation split
and the best models are chosen according to their performance on the validation
set. Results are reported on 50 unseen samples for each indication.

Simple extraction results: For the sentiment and the improvement classifiers,
micro-averaged F1 scores of 0.79 are achieved for both tasks. A F1 score of 0.93
is reached for the treatment stop classification. For these classification tasks
precision and recall are quite balanced. A F1,BOT score of 0.53 is reached for
detecting the outcome description and a score of 0.73 is reached for the side
effect description. For these tasks, precision and recall show a larger but still
acceptable gap. Tab. 1 shows the results.
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Fig. 1: system-architectures: prediction of precise medication information from
drug review sentences

Tuple extraction results The advanced extractions involve the extraction of struc-
tured tuples for outcomes and ADRs. This involves the extraction of the mea-
surement/variable and direction for outcomes, and the extraction of a severity
for ADRs. For this, we feed the corresponding descriptions into a further model
that is trained by summing up the loss of the different outputs and computing
the gradient based on this. An output triple is considered correct if it is contained
in the set of outcome triples for the considered sentence, irrespective of the po-
sition where the outcome was found. We see that the model reaches a very high
precision in extracting the outcome variable (0.71), which is a positive regarding
result. However, it misses some variables as shown by the lower recall (0.35).
Regarding the extraction of the whole tuples for outcomes and side effect, the
F-measure is 0.37 and 0.39, respectively. To annotate the side effect with their
severity, a similar mechanism is used. The severity classification transformer is
trained by putting in the side effect description along with the enclosing sentence
and the side effects’ severity as target. The scores are again evaluated based on
the extractions for each sentence, this time on the side effect description and
severity tuples. The trained model was able to achieve a F1 score of 0.39. These
results are shown in Tab. 1.

Table 1: Results in terms of F1, Precision and Recall for our different target
variables

F1, exactmatch precision recall F1,BOT

sentiment 0.79 0.79 0.79 -
improvement 0.79 0.79 0.79 -
outcome description 0.53 0.55 0.51 0.66
side effect description 0.73 0.60 0.77 0.76
duration of treatment 0.57 0.52 0.63 0.66
treatment stopp 0.93 0.92 0.93 -
outcome variable 0.47 0.71 0.35 -
outcome (variable, result, direction) 0.37 0.56 0.28 -
side effect (description, severity) 0.39 0.32 0.49 -
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Fig. 2: Generalization capabilities of models trained on data about a certain
disease and tested against unseen diseases

Generalization to new diseases: In order to test the generalization capabilities
of our approach, we train one model for each specific indication and test its per-
formance on the other (unseen) diseases. We show results for this cross-disease
transfer setting for the case of predicting the sentiment and the outcome descrip-
tion in Figures 2a and 2b, respectively. We see that the sentiment classification
can be generally transferred well across diseases, reaching transfer F-Measures
of between 0.56 and 0.70 for the group Diabetes, Obesity and Breast Cancer.
It seems however, that the transfer works not so well from Diabetes/Obesity
to Psoriasis. This requires further investigation. Regarding the transfer of the
models for predicting outcomes, we see that the transfer is very limited, as ex-
pected, as the extraction of outcomes is specific for a particular indication. Due
to the closeness of indications, it is thus as expected to see better resulting when
transferring from Diabetes to Obesity than across less related diseases.

We further tested transferrability of our model trained on the four diseases
considered above to five new diseases (Migrane, Muscle Spasm, depression, Park-
isons’s Disease and Crohn’s Disease). While the zero-shot transfer setting did not
work well (having F1,BOT scores of around 0.10 only), fine-tuning the model with
only 50 samples from each of these diseases yielded reasonable F1,BOT -Measures
of 0.56 (Migraine), 0.44 (Muscle spasm), 0.40 (Depression), 0.48 (Parkinson’s
Disease), 0.50 (Crohn’s Disease), respectively. This shows that our model can be
transferred to new diseases with a minimal additional annotation effort.

5 Use Cases

This section briefly discusses some use cases supported by the information ex-
tracted from the online drug reviews.

Comparative effectiveness in terms of patient-reported outcomes: Using the out-
comes extracted by our machine learning models, the reported effectiveness of
different drugs can be investigated in comparison to each other. Fig. 3a shows



Extracting patient-reported outcomes and ADRs 7

Liraglutide Victoza Dulaglutide0

200

400

600

800

1000

co
un

t

changed blood sugar values
weight change

changed feeling of hunger
other

Anastrozole Letrozole Exemestane Arimidex Tamoxifen0

20

40

60

80

100

120

140

in
cid

en
ce

 in
 %

minor
normal
severe

Fig. 3: a) Reported outcomes for the 3 most frequently reviewed drugs treating
Diabetes Type 2, b) Mentions of joint pain for the 5 most frequently reviewed
drugs treating Breast Cancer

the extracted outcomes for the three most frequently reviewed drugs for Diabetes
Type 2. The following table shows the percentage of Diabetes patients that re-
port a given outcome (reduction of blood sugar levels, weight reduction and
reduction of HbA1c) in comparison across the three drugs Liraglutide, Victoza,
Dulaglutide:

success rate Liraglutide Victoza Dulaglutide
changed blood sugar values 0.73 0.73 0.79 (*)
weight change 0.87 0.88 0.90
HbA1c change 0.95 0.95 0.96

The analyses show that according to a t-test (α = 0.1), Dulaglutide has a
significantly higher amount of outcomes compared to Liraglutide and Victoza in
terms of improving patients’ blood sugar levels.

Pharmacovigilance use case: The most frequently named ADRs for Breast Can-
cer drugs in a total of 272 reviews are joint pain (262 times), hot flashes (89
times) and fatigue (78 times). Fig. 3b shows the incidence in percent that joint
pain was mentioned as an ADR in comparison across the three most reviewed
Breast Cancer drugs. The analysis might help to understand which drug is most
suited for a patient that is particularly sensitive to joint pain.

Challenges to adherence: Given that our classifiers predict whether patients have
decided to stop treatment, we can investigate which are the most frequent ADRs
mentioned in the context of treatment stops and thus represent a challenge to
adherence. Fig. 4 for example shows the top-10 side effects mentioned in reviews
about Obesity in which patients mention a stopped treatment in comparison to
uninterrupted treatments. We see that nausea, constipation and dizziness are
quite frequent side effects that patients are tolerating, since they do not lead to
a treatment stop with the same relative frequency. Joint pain, loss of appetite
and fatigue are overall less frequent, but are frequently named in context of
a treatment stop. Such data might provide valuable insights to new product
commercialization and strategic marketing in pharma.
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Fig. 4: Side effects for obesity ranked from frequent to infrequent: mentioned in
reviews of continued treatment (left) vs. in context of a treatment stop (right)

6 Discussion and Related Work

It has been shown in previous research that patient-reported outcomes (PROs)
can provide relevant insights into patients’ treatment experiences. PROs ex-
tracted from traditional data sources like medical studies have been compared
to PROs extracted from social media sites, finding that the latter are able to
confirm known and highlight novel or rare ADRs and thus support hypothe-
ses generation and validation. These studies have also shown that social media
provides more detailed information on patient experiences than other sources
[7].

Existing approaches for extracting medical information from the web are
already considering drug reviews [8, 14], medical forum messages [3, 12], social
media posts like e.g. Twitter [2] or search queries [19]. Work so far on extracting
patient experiences from online sources and social media includes basis tasks
consisting in classifying entire reports or sentences into sentiment and polarity
categories [8, 15]. Beyond a mere classification, other approaches have focused on
sentiment analysis [8], ADRs or medication outcomes [2], and aspect related sen-
timent or polarity analysis [10, 20, 15]. Our goal has been to develop an approach
that allows for a more in-depth extraction of patient-reported outcomes beyond
sentiment or polarity only, attempting to extract the specific variable/measure as
well the direction and level of improvement to the patient. Our approach does
clearly go beyond pure classification approaches involving sentiment/polarity
classification or detection of ADRs / outcomes without further detail. In this
sense our approach allows for a deeper understanding of patient experiences and
supports the aggregations that we have demonstrated in our use cases. From a
methodological perspective, most related works rely on hand-crafted rules [14]
or basic machine learning models such as SVMs or multilayer perceptrons [3],
whereas state of the art neural network architectures like LSTMs or transformers
are rarely used in this domain [9, 18, 6].

Regarding our own results, we have (very) good F-Measures of between 0.53
and 0.93 on detecting sentiment, subjective improvement, duration of treatment
as well as outcome and ADR descriptions. The extraction of the structured
tuples for outcomes and ADRs yields however lower results; the main reason is
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that the evaluation underestimates the performance of our approach, requiring to
extract each component of the tuple as annotated in the gold standard. Arguably,
even extractions that are not 100% correct w.r.t. to this strict evaluation are
useful. Yet, the extraction of the specific measure/variable and direction is key
to aggregate evidence across reviews to support our three use cases. Our results
differ across diseases, showing differences in the way patients report outcomes.
Our data showed that Diabetes patients are able to report their outcomes and
track their health status precisely by reporting their self measured blood sugar.
In contrast, Breast Cancer patients write more about side effects than outcomes
in their online reviews.

7 Conclusion

We have presented a modular and hierarchical deep learning architecture for ex-
tracting patient-reported outcomes and ADRs from online drug reviews written
by patients. While our results can be definitely improved, our research shows that
it is possible to extract such PROs and ADRs with reasonable performance (F-
Measures of 0.66 for extracting text passages describing outcomes, and 0.76 for
extracting ADR descriptions). We have also shown that we can apply the models
to new diseases given a small amount of annotated examples (50 samples). The
model relies on explicit mentions of improvements / reductions / increases by
patients. It would be interesting to equip our system with background knowledge
about which values (e.g. Hb1AC) are ‘normal’ or ‘pathological’ so that outcomes
can be detected when the patient only mentions values but does not mention
an improvement specifically. It would also be interesting to include data from
other sources to allow cross-linking of user-generated content with structured
databases like MetaMap or UMLS Methathesaurus CHV (consumer Health Vo-
cabulary) [1, 12]. Finally, future work should investigate whether our models and
results can be transferred to less structured data sources such as social media or
forums.
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